CAUSES OF DISEASE





A major goal of epidemiology is to assist in the prevention and control of disease and the promotion of health by discovering the causes of disease and the ways in which these causes can be modified. This lecture describes the epidemiological approach to identifying the causes of disease.








1. THE CONCEPT OF CAUSE





An understanding of the complexity of the nature of causation in medical science is of great importance. Issues of causation are regularly debated in the medical journals and, in a less rigorous fashion, in the media. A cause of a disease is something (an event, condition, characteristic or a combination of these) that plays an important role in producing the disease. Logically, any cause must precede the disease. 





It is not necessary to identify all the component of a cause before effective prevention can take place, since the removal of one component may interfere with the action of the other components and prevent the disease. For example, in 1854 an outbreak of cholera occurred in London. John Snow demonstrated that people drinking water from a pump on Broad Street had a high risk of developing cholera. Snow correctly deduced that some agent in the water must be the cause of cholera. By removing the pump handle and thereby preventing people from using the pump, Snow brought an end to the outbreak. The causative organism of cholera (vibrio cholerae) was not discovered until 1883, nearly 30 years later. Snow's actions demonstrated that it is possible to prevent a disease without fully understanding its cause.





A cause is termed "sufficient" when it inevitably produces or initiates a disease. A cause is termed "necessary" when the disease does not develop in the absence of the cause.








2. MODELS OF CAUSATION





The simplest model of disease causation would be:





A (cause)   �SYMBOL 190 \f "Symbol"��SYMBOL 174 \f "Symbol"�  B (disease)





Interpreted strictly this implies 





1.	that A is sufficient to cause B


2.	that A is a direct cause of B


3.	that A is a necessary cause of B





If A is not a sufficient cause of B, then the model may be represented as:





A + C �SYMBOL 190 \f "Symbol"��SYMBOL 174 \f "Symbol"� B





with C being required as well as A





If A is not a 'direct' cause of B, then the model may be represented as:





A �SYMBOL 190 \f "Symbol"��SYMBOL 174 \f "Symbol"� D �SYMBOL 190 \f "Symbol"��SYMBOL 174 \f "Symbol"� B





with D being an intermediary between A and B.





If A is not a necessary cause of B, then the model may be represented as:





A or E �SYMBOL 190 \f "Symbol"��SYMBOL 174 \f "Symbol"� B





with E being an alternative cause of the same disease which is independent of A.








3. FACTORS IN CAUSATION





There are four types of factors which play a part in the cause of disease.





Predisposing factors (such as age, sex, previous illness) are those that create a state of susceptibility so that the host can react to the disease agent.





Enabling factors (such as income, nutrition, housing availability of medical care) assist in the development of disease.





Precipitating factors (such as exposure to a specific disease or toxic agent) are associated with the onset of a disease.





Reinforcing factors (such as repeated exposure, work, deprivation) aggravate a disease once it is already present.








4. INTERACTION





The effect of more than one cause acting together is often greater than would be expected by simply adding the effects of the individual causes. This process is called interaction. The particularly high risk of lung cancer in people who both smoke and are exposed to asbestos is an example of this.





Table 1: Age-standardised lung cancer death rates (per 100,000) in relation to cigarette smoking and occupational exposure to asbestos dust





Group�
Exposure to asbestos�
History of cigarette smoking�
Death rate per 100,000


�
�
Non-asbestos workers�
No�
No�
11�
�
Asbestos workers�
Yes�
No�
58�
�
Non-asbestos workers�
No�
Yes�
123�
�
Asbestos workers�
Yes�
Yes�
602�
�






5. ESTABLISHING THE CAUSE OF A DISEASE





Causal inference is the term used to determine whether the observed associations between factors and diseases are likely to be causal. The process involves the use of judgement at all stages. Before an association is assessed for the possibility that it is causal, it is necessary that other explanations, such as chance, bias and confounding, are excluded (Figure 1).








CHANCE





The role of chance in an observed association between two variables is usually assessed by carrying out a test of significance, designed to determine the probability that the association could have occurred by chance alone, given that there is truly no relationship between the two variables. If this probability is low, the hypothesis that the association can be explained by chance can be rejected; a 'statistically significant' association is then said to exist at a given level of probability. A probability level of 1 in 20 (expressed as p < 0.05) is frequently used. It must be emphasised that the chosen probability level is arbitrary and will vary according to the implications of the result. It is in the nature of tests of significance that a statistically significant result may be obtained by chance when no true association exists (type 1 error). Similarly, a lack of statistical significance may be observed where a true association actually exists (type 2 error).





In recent years there has been an increasing use of 'confidence intervals' in addition to or in place of tests of significance. Confidence intervals allow us to use the results obtained in a sample to estimate the range within which we expect the true value for the underlying population to lie. 








BIAS





A second alternative explanation for an observed relationship of an exposure with a disease is the possibility that some aspect of the design or conduct of a study has introduced a systematic error, or bias, into the results. Bias occurs in epidemiology when there is a tendency for results to differ in a systematic value from the true values. There are many possible sources of bias in epidemiology of which the two most important are selection bias and measurement bias.





Selection bias occurs when there is a systematic difference in the characteristics of people selected for a study and of those who have not. Measurement bias occurs when the individual measurements or classifications of disease and exposure are inaccurate i.e. they do not measure correctly what they are supposed to measure.








CONFOUNDING





The third explanation that must be considered is that an observed association (or lack of one) is in fact due to a mixing of effects between the exposure, the disease and a third factor that is associated with the exposure and independently effects the risk of developing the disease. This is referred to as confounding and the extraneous factor is called a confounding variable. Confounding can lead to either an observation of apparent differences between study groups when they do not truly exist or, conversely, the observation of no differences when they do exist. 





Coffee drinkers are known to be at higher risk of developing heart disease than non-coffee drinkers. However, coffee drinkers are also more likely to smoke than non-coffee drinkers and it is therefore likely that the association between drinking coffee and heart disease is due to confounding (Figure 2).








Table 2: Guidelines for establishing causation





Temporal relation�
Does the cause precede the effect


�
�
Plausibility�
Is the association consistent with other knowledge


�
�
Consistency�
Have similar results been shown in other studies


�
�
Strength�
What is the strength of the association (relative risk) between the potential cause and effect


�
�
Dose-response relationship�
Are varying amounts of exposure to the possible cause associated with varying amounts of the effect


�
�
Reversibility�
Does removal of the possible cause lead to reduction of disease risk


�
�
Study design�
Is the evidence based on a strong study design


�
�
Judging the evidence�
How many lines of evidence lead to the conclusion


�
�









TEMPORAL RELATIONSHIP





The temporal (time) relationship is crucial - the cause must precede the effect. This is usually self-evident but sometimes difficulties can arise in case-control and cross-sectional studies when measurements of the possible cause and effect are made at the same time. Figure 3 is an example of a time series of repeated exposure and effect measurements in an ecological study. It illustrates the dramatic increase in the use of seat belts among car drivers in Britain after their use became compulsory in January 1983. The incidence of injuries amongst drivers and passengers decreased at the same time as the use of seat belts increased.








PLAUSIBILITY





An association is plausible and thus more likely to be causal when it is consistent with other knowledge. However, biological plausibility is a relative concept and seemingly implausible associations may eventually be shown to be causal. Lack of plausibility may therefore simply reflect lack of medical knowledge.








CONSISTENCY





Consistency is present when several studies give the same results. This is particularly important when a variety of study designs are used in different settings, since such variety minimises the likelihood of making the same mistake. However, lack of consistency does not always exclude a causal association because different exposure levels and other conditions may reduce the impact of the causal factor in certain studies. Furthermore, when interpreting the results of several studies, greater emphasis should be given to the best-designed studies.








STRENGTH





A strong association between possible cause and effect, as measured by the size of the relative risk, is more likely to be causal than a weak association. For example, the risk of lung cancer is between 4 to 20 times higher in smokers than in non-smokers. However, such strong associations are rare in epidemiology and the fact that an association is weak does not preclude it from being causal.








DOSE-RESPONSE RELATIONSHIP





A dose-response relationship occurs when changes in the level of a possible cause are associated with changes in the magnitude of the effect. Figure 4 illustrates the relationship between smoking and the risk of lung cancer, with the risk of lung cancer increasing as the number of cigarettes smoked per day increases.





Figure 5 provides a good illustration of the dose-response relationship between noise and hearing loss. The greater the noise level and the longer the exposure, the higher the prevalence of hearing loss.








REVERSIBILITY





When removal of a possible cause results in reduction of disease risk, the likelihood of the association being causal is strengthened. For example, smokers who give up smoking have a lower risk of lung cancer than those who continue to smoke. However, some causes lead to irreversible changes which later on produce the disease regardless of continued exposure (for example, HIV and AIDS).








STUDY DESIGN





The ability of a study to 'prove' causation is an important consideration (Table 3). The best evidence comes from well designed and competently conducted randomised controlled trials. However, evidence is only rarely available from this kind of study, and usually only for the effects of treatment and preventive campaigns. More often, evidence comes from observational studies.





Cohort studies are the next best design to randomised controlled trials because, when well conducted, bias is minimised. Case-control studies, although prone to several types of bias, can also provide good evidence about causality. Cross-sectional studies are less able to prove causation as they provide no direct evidence of the time sequence of events. Ecological studies provide the weakest evidence of causality.








Randomised controlled trials





A randomised controlled trial is an epidemiological experiment in which subjects from a population are randomly allocated into groups to receive an experimental preventive or therapeutic regimen (Figure 6).





Advantages include:





1.	It is possible to distinguish cause and effect, and vary dose (cause) to look for  a dose response effect.


2.	Bias can be controlled through randomisation.





Disadvantages include:





1.	Observer bias if the treatment is not given blindly.


2.	Ethical problems arising from active interventions with an untested procedure.


3.	Randomisation is not always possible.


4.	Controls not always available.


 


Cohort studies





Cohort studies begin with a group of people (a cohort) free of disease who are classified into subgroups with a differing exposure to a potential cause if disease. Variables of interest are specified and measured, and the whole cohort is followed forward in time to see how the subsequent development of new cases of the disease differs between the group with exposure and the  group without exposure (Figure 7).





Advantages include:





1.	The risk of disease following exposure to a particular agent can be calculated directly.


2.	Cause and effect are fairly easily distinguished.


3.	Bias in assessment of exposure to the causal factor due to presence of the disease is unlikely.





Disadvantages include:





1.	It is necessary to formulate specific hypotheses at the start of the study.


2.	Bias may be introduced by refusals, drop-outs and emigration.


3.	Large numbers of patients and/or a long period of follow-up may be needed.


4.	The results may take a long time to accumulate and may be out of date due to secular trends in many of the factors concerned.


5.	The method is unsuitable for common conditions.


6.	Expensive and time consuming.





Case-control studies





Case-control studies are relatively simple and economical to carry out, and are increasingly used to study causes of disease, especially rare diseases. They include people with the disease and a suitable control group of people not affected by the disease. The occurrence of the possible cause is compared in the cases and controls (Figure 8).





Advantages include:





1.	A large number of hypotheses may be tested at one time.


2.	Suitable for uncommon diseases.


3.	Relatively cheap and quick to carry out.





Disadvantages include:





1.	Selection bias may be introduced to cases and controls being unrepresentative of their respective populations. Selection bias may also be introduced by cases and controls differing in some important aspect which cannot be controlled for by matching or in the analysis.


2.	Measurement bias in which assessment of exposure to the possible causal factors is affected by knowledge of the illness by the subject and/or the observer.


3.	Problems in the interpretation of associations in terms of cause and effect.





Cross-sectional studies





This type of study measures the prevalence of disease and is often called a prevalence study. In a cross-sectional study the measurements of exposure and effect are made at the same time and it is not easy to determine which came first.





Advantages include:





1.	Can be quick and easy to carry out.


2.	A large population can be covered.





Disadvantages include:





1.	It is usually not possible to separate cause and effect.





Ecological studies





Ecological studies (also called correlational studies) are often the first step in the epidemiological process. In an ecological study the units of analysis are populations or groups of people, rather than individuals (Figure 9).





Advantages include:





1.	Data is often already available and can therefore be relatively cheap and quick to carry out.


2.	Large populations can be covered.





Disadvantages include:





1.	Problems over accuracy, coding, classification and diagnostic variation.


2.	Data not purpose specific.


3.	Level of collection of the data concerning both disease and possible cause may not correspond or may be unsatisfactory.








Table 3: Type of study and relative ability to prove causation





Ability to prove causation


�
Type of study�
�
Strong�
Randomised controlled trials


�
�
Moderate�
Cohort studies


Case control studies


�
�
Weak�
Cross-sectional studies


Ecological studies�
�






6. JUDGING THE EVIDENCE





There are no completely reliable criteria for determining whether an association is causal on non-causal. Causal inference is usually tentative and judgements must be made on the basis of the available evidence. In judging the different aspects of causation referred to above, the greatest weight may be given to plausibility, consistency and dose-relationship. A causal relationship is more likely when many different types of evidence lead to the same conclusion. Evidence from good study designs is particularly important, especially if it is available from several different studies in a variety of locations.








7. SUMMARY





A major purpose of epidemiology is to discover the causes of diseases so that they may be prevented. Guidelines are available for assessing the causal nature of relationships but judgement is always required in reaching a conclusion. In public health practice, action is often required before a complete understanding of a disease is reached. The judgement reached in each situation is influenced by a wide range of social, economic and political factors and vested interest are often involved. Only rarely is causal inference non-controversial.








Dr Azeem Majeed - 12th January, 1993
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FIGURE 1: ASSESSING THE ASSOCIATION BETWEEN A POSSIBLE CAUSE AND AN OUTCOME




















FIGURE 2: CONFOUNDING: COFFEE DRINKING, CIGARETTE SMOKING AND CORONARY HEART DISEASE




















FIGURE 3: FREQUENCY OF SEAT BELT USE AND INJURY OCCURRENCE IN GREAT BRITAIN




















FIGURE 4: DEATH RATES FROM LUNG CANCER (PER 100,000) BY NUMBER OF CIGARETTES SMOKED, BRITISH DOCTORS 1951-1961




















FIGURE 6: DIAGRAMMATIC REPRESENTATION OF THE DESIGN OF A RANDOMISED CONTROLLED TRIAL





















































FIGURE 7: DIAGRAMMATIC REPRESENTATION OF THE DESIGN OF A COHORT STUDY





























FIGURE 8: DIAGRAMMATIC REPRESENTATION OF A CASE CONTROL STUDY OF THALIDOMIDE EXPOSURE AND UNUSUAL LIMB DEFECTS IN NEWBORN BABIES




















FIGURE 9: THE RELATION BETWEEN THE DECREASE IN DEATH RATES FROM THE CANCER OF THE CERVIX BETWEEN 1960-62 AND 1970-72 AND POPULATION SCREENING RATES IN CANADIAN PROVINCES
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